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Acronyms Used in this Report

	Acronym
	Expansion

	ADF&G
	Alaska Department of Fish and Game

	AEFF
	Alaska Experimental Forecast Facility

	AFSC
	Alaska Fisheries Science Center

	AK
	Alaska

	AOOS
	Alaska Ocean Observing System

	ASLC
	Alaska SeaLife Center

	BASC
	Barrow Arctic Science Consortium

	DMAC
	Data Management and Communications

	EASy
	Environmental Analysis System

	FGDC
	Federal Geographic Data Committee

	GOOS
	Global Ocean Observing System

	IOOS
	Integrated Ocean Observing System

	KBRR
	Kachemak Bay Research Reserve

	MMS
	Minerals Management Service

	NOAA
	National Oceanic and Atmospheric Administration

	NSC
	Native Science Commission

	OSRI
	Oil Spill Recovery Institute

	PMEL
	Pacific Marine Environmental Laboratory

	PWS
	Prince William Sound

	PWSRCAC
	Prince William Sound Regional Citizens’ Advisory Council

	RA
	Regional Association

	UAF
	University of Alaska Fairbanks

	GoA
	Gulf of Alaska

	CI
	Cook Inlet

	GINA
	Georgraphic Information Network of Alaska

	NDBC
	National Data Buoy Center

	OPeNDAP
	

	OOS
	Ocean Observing System

	QA/QC
	Quality Assurance/Quality Control


Workshop on Managing Data for Integration into the

 Alaska Ocean Observing System

Monday and Tuesday, March 1-2, 2004

Resolution Room, Hotel Captain Cook

4th and K Street

Anchorage, Alaska

Workshop Summary

This workshop was organized by the Data Management and Communications Committee (DMAC) of the Alaska Ocean Observing System (AOOS).  The purpose of the workshop was to convene a cross section of Alaska’s data managers and specialists to begin the process of managing Alaskan data for integration into AOOS.  A goal of the meeting was to create a strategy for developing an AOOS DMAC Operating Plan, potentially tailored to a pilot study.  AOOS DMAC will produce a written strategy document from information compiled at this workshop.

The Integrated Ocean Observing System (IOOS), the U.S. component of the Global Ocean Observing System, is a national/international network of ocean observations and analyses integrated and coordinated through data management.  A basic goal is to systematically acquire and disseminate data.  IOOS was initiated in 2002 with some initial needs and goals and consists of a global component and a U.S. coastal component.  The U.S. coastal component consists of the national ”backbone” comprised of existing federal assets such as NOAA data buoys, etc., as well as a set of nested regional observing systems tailored to meet local needs. S1400, the Ocean and Coastal Observation Systems Act, is the proposed authorizing legislation for IOOS.  It has already been approved in the U.S. Senate and if approved by the House, the end result will be funding in the $100s of millions to begin as early as 2007, with NOAA in a leadership role.

The Alaska Ocean Observing System (AOOS) is one of the regional associations that are part of IOOS.  AOOS coordinates and facilitates marine observation systems in Alaska.  AOOS is divided into three regions: Arctic, Bering Sea/Aleutian Islands, and Gulf of Alaska.  AOOS is a partnership of industry, government, non-profit organizations, and academia. Current planning focuses on determining governance and funding (interim and long term).  Outreach to potential users is underway in an effort  to identify the user needs of the three regions.  AOOS has established an Anchorage office with a small staff who work for the consortium of entities that presently fund AOOS.  A Memorandum of Agreement with regional member organizations (ARC, FITC, OSRI/PWSSC, ASLC, KBRR, etc.) is in the process of being signed.

With regard to information provided, AOOS consists of three subsystems:  (1) observation, (2) modeling and analysis, and (3) data management and communications (DMAC). DMAC is the integrating component for the first two.  The current AOOS DMAC Committee consists of five members.  DMAC would like to expand membership on this committee to about 12 members, total.  The greatest needs are for data managers, data technicians and visionaries. The AOOS DMAC Committee has drafted Terms of Reference that establish the vision, purpose, responsibilities, governance, and rules for membership, meetings and decisions.

One function of the DMAC Committee is to ensure that AOOS meshes seamlessly with the IOOS system on the national level.  Another of the committee’s jobs is to make sure Alaskan knowledge and data are recognized and fit in with the rest of the country in terms of national data standards and protocols.  Guiding principles include interoperability, where operating systems are free to evolve independently with power remaining in each agency.  Easy access to information will be necessary, as well as continuous outreach.  User dynamics will drive expansion and growth of AOOS.  Development of open design standards and protocols will foster buy-in from potential participants.  Preservation of data and products will be an additional component, with participants being responsible for archiving information and data.

AOOS DMAC recommends adopting, as possible, the standards and protocols suggested by IOOS.  In its current draft document, IOOS DMAC recommends the FGDC standard for metadata, web search engines and their extensions for data discovery, OPeNDAP for data transport, and Live Access Server for on-line browsing and manipulation.  AOOS DMAC communicates regularly with IOOS DMAC and attends appropriate national meetings, such as QARTOG 1.

There are a number of web-oriented Alaska marine information sources provided by various agencies, institutions, and organizations serving the state.  These range in sophistication from home pages with URL links to automated, geospatial data servers.  In addition, there are a number of web-oriented utilities (e.g., Metacat), tools, applications (e.g., EASy), and proto-tools (e.g., REAP) that may be useful in building the DMAC component of AOOS.  Other web sites (e.g., NVODS, GOMOOS) provide examples of information delivery systems.

Workshop participants identified nearly 100 significant information products generated by their agencies.  These range from plankton databases, atmospheric humidity profiles, and native foods data to cruise ship information.  With each product are associated the IOOS goals that it addresses, the user(s) that it serves, the data streams and applications used to create it, the level of production automation, and the lag time from start to delivery.  Some products, notably those developed at UAF from satellite information, are generated in less than an hour by a fully automated process.

The Prince William Sound Ocean Observing System (PWSOOS) offers several products that may be of interest to AOOS in establishing a pilot project for the Gulf of Alaska region.  The genesis of PWSOOS was the Nowcast/Forecast model that evolved out of the Sound Ecosystem Assessment (SEA) Program.  The Nowcast/Forecast model couples a wind model to an ocean circulation model to produce estimates of currents in Prince William Sound from which oil-spill trajectories can be inferred. The data stream for the wind model includes observations from a number of NOAA buoys and meteorological stations established by OSRI.  Besides these elements, PWSOOS includes additional elements that could be of interest to AOOS.

The consensus is that PWS is the best place to start a pilot project for AOOS, based on the instrumentation in place (OSRI, NOAA) and stakeholder outreach capability (PWSRCAC and PWSSC).  IOOS lays out parameters for an end-to-end, user-driven system that provides mechanisms for feedback between users and data providers.  A working strategy for an AOOS pilot project is to demonstrate successfully a regional end-to-end system.  This is best done by keeping the scope simple, delivering some identifiable products right now, and providing the upgrades necessary to show integration.  AOOS and PWSOOS will work together to establish guidelines for a pilot project to be established this year or next.  Basic agreements established at this workshop are 1) AOOS won’t dictate to PWSOOS how to run PWSOOS; 2) AOOS will use some PWSOOS information for a pilot study; 3) AOOS will help PWSOOS deliver data that is FGDC compliant and help with data transport and data browse capability; 4) Live Access Server capability will be provided by UAA’s AEFF with a mirror at UAF; 5) the minimum PWSOOS data feeds for an AOOS pilot project are the data streams that supply the RAMS and POM models, and selected output from those models (ocean trajectories would be desirable, if possible, to complete the demonstration; and 6) the PWSOOS pilot project will show how it feeds into a statewide structure (AOOS).

Introduction

This workshop was organized by the Data Management and Communications Committee (DMAC) of the Alaska Ocean Observing System (AOOS).  The purpose of the workshop was to convene a cross section of Alaska’s data managers and specialists to begin the process of managing Alaskan data for integration into AOOS.  A goal of the meeting was to create a strategy for developing an AOOS DMAC Operating Plan, potentially tailored to a pilot study.  AOOS DMAC will produce a written strategy document from information compiled at this workshop.  Workshop objectives were to

1) Present attendees with an overview of national (IOOS) and regional (AOOS) efforts;
2) Provide specific information about IOOS DMAC’s recommendations;
3) Solicit information from participants on the role of AOOS DMAC;
4) Impart an appreciation for data QA/QC and sample data delivery systems;
5) Identify data, products, and user characteristics from Alaska’s agencies and regions; and

6) Examine specific data qualifications for an AOOS pilot study.

Appendix 1 is the revised agenda that was used during the workshop.

Workshop participants are listed in Appendix 2.  They represented many of Alaska’s institutions, organizations and agencies, including the Native Science Commission, Department of Environmental Conservation, Department of Fish and Game, Barrow Arctic Science Consortium, Alaska SeaLife Center, University of Alaska, Geographic Information Network of Alaska, AEFF, Oil Spill Recovery Institute, Kachemak Bay Research Reserve, Prince William Sound Regional Citizens’ Advisory Council, Alaska Ocean Observing System. Federal partners attending included personnel from the Minerals Management Service, NOAA Fisheries, and NOAA Research. The University of Southern California and the University of California Santa Barbara were also represented.  Absent from the workshop were participants from the Alaska Department of Natural Resources, the North Pacific Research Board, the EVOS Trustee Council, the National Weather Service, and the U.S. Geological Service. Appendix 5 is a list of PowerPoint presentations made by participants during this workshop.
To prepare for the workshop, participants were asked to read or become familiar with the draft IOOS DMAC plan and the Interoperability Report, both available from the Ocean.US home page at http://www.ocean.us/. Second, participants prepared an assessment that was a foundation for discussion at the workshop and will be an aid in developing an overall DMAC strategy. The assessment lists significant information products from respective agencies and organizations.  Appendix 6 is a table of participants’ submissions.

IOOS (Integrated Ocean Observing System) Overview and Status - Molly McCammon

IOOS is a national/international network of ocean observations and analyses integrated and coordinated through data management.  A basic goal is to systematically acquire and disseminate data.  IOOS was initiated in 2002 and identified some initial needs and goals:

· Improve weather forecasts and predictions of climate change

· Improve the safety and efficiency of marine operations

· Provide more timely predictions of natural hazards and their impacts

· Improve national security

· Reduce public health risks

· Sustain, protect and restore healthy marine and estuarine ecosystems

· Sustain, protect and restore marine resources

IOOS has a global component and a U.S. coastal component.  The U.S. coastal component is comprised of both a national ”backbone” of existing federal assets such as NOAA data buoys, etc., as well as a set of nested regional observing systems tailored to meet local needs. S1400, the Ocean and Coastal Observation Systems Act, is the authorizing legislation for IOOS.  If it is passed by Congress (thus far it has passed the Senate and has been referred to the House Resources Committee), the end result will be funding in the $100s of millions to begin as early as 2007, with NOAA in a leadership role. All the regional associations were slated to meet for the first time together in March.
AOOS is a regional association that is part of IOOS.  AOOS coordinates and facilitates marine observations in Alaska.  AOOS is divided into three regions: Arctic, Bering Sea, and Gulf of Alaska.  AOOS is a partnership of industry, government, non-profit organizations and academia. Current planning focuses on determining governance and funding (interim and long term).  Outreach to potential users is also underway, as well as efforts to identify various user needs of the three regions.

AOOS has established an Anchorage office and has a small staff that work for the consortium of entities that presently fund AOOS.  A Memorandum of Agreement with regional member organizations (ARC, FITC, OSRI/PWSSC, ASLC, KBRR, etc.) has been finalized and is now being signed.  AOOS is assessing user needs in Alaska with the assistance of KBRR and is drafting a strategic implementation plan and business plan.  AOOS is supporting S1400 lobbying and coordinating with other west coast regional associations.  AOOS has two NOAA grants in addition to funding from its Alaskan supporting organizations.  Currently, AOOS is considering two pilot planning projects, one in PWS/CI and one in the Arctic.  It is seeking bridge funding in the form of a Congressional earmark until 2007, when funding for national IOOS should become available.  AOOS is formally recognized as the interim regional association pending official IOOS funding. AOOS is likely more advanced in the connection to end users and in producing products for users, others such as Gulf of Maine and SE Atlantic are likely more research oriented.

AOOS will identify current federal observing systems that make up the national backbone, local systems of a continuous nature that augment that backbone, and from these AOOS will identify gaps in an overall system that meets Alaska’s larger marine monitoring needs.  In the Arctic, which is a leading indicator of climate change, there will be an international emphasis on the earth observing system.  In the Being Sea/Aleutians, AOOS will support current study efforts already underway, i.e., the NRC Science Plan for the North Pacific Research Board, the SEARCH program, etc.  The GOA is the most populated region and thus has more existing monitoring activities, including two of the longest uninterrupted time series in the North Pacific, i.e., GAK 1 and NMFS surveys.  AOOS would like to build on existing systems, such as plankton monitoring from recorders towed by commercial ocean vessels.

Data Management and Communications Committee (DMAC) - Allen Macklin

AOOS consists of three subsystems:  (1) observation, (2) modeling and analysis, and (3) data management and communications (DMAC). DMAC is the integrating component for the first two.  The current AOOS DMAC Committee consists of five members – Rob Bochenek (EVOSTC), Steven Gebert (ADF&G), Bern Megrey (NOAA/AFSC), Buck Sharpton (UAF), and Allen Macklin (NOAA/PMEL).  Macklin and Megrey are co-chairmen.  DMAC would like to expand membership on this committee to about 12 members, total.  The greatest needs are for data managers, data technicians and visionaries.

One function of the DMAC Committee is to ensure that AOOS meshes seamlessly with the IOOS system on the national level.  Another of the committee’s jobs is to make sure Alaskan knowledge and data are recognized and fit in with the rest of the country in terms of national data standards and protocols.  Guiding principles include interoperability, where operating systems are free to evolve independently with power remaining in each agency.  Easy access to information will be necessary, as well as continuous outreach.  User dynamics will drive expansion and growth of AOOS.  Development of open design standards and protocols will foster buy-in from potential participants.  Preservation of data and products will be an additional component, with participants being responsible for archiving information and data.

The ocean observation services will provide:

1. Metadata description – each element will have a metadata description identifying what it is and where it is published (similar to a card catalog; IOOS DMAC suggests FGDC).

2. Data discovery – where to search for and find data and data manipulation tools (includes title, author, and subject card catalogs; IOOS suggests search engines and extensions).

3. Data transport – access to data, products and applications across the Internet (“checking out” the item; IOOS DMAC recommends OPeNDAP). 

4. On-line browse – evaluation of data through web browsers (comparable to reading a book jacket on the library shelf; IOOS DMAC suggests Live Access Server).

5. Data archive – long-term and secure data storage for use later (permanent, non-circulating collection or microfiche).  Data archiving will be up to the participants.

Agencies can ready themselves for AOOS participation by creating FGDC-compliant data and by sharing metadata with to-be-designated facilities.  Agencies would make data available through OPeNDAP (open source project for a network data access protocol) and make data browsable on-line, also using the OPeNDAP protocol.  Agencies will need to ensure data is archived either locally, by contract or through a designated entity.

AOOS DMAC Terms of Reference - Bern Megrey

The AOOS DMAC Committee has drafted Terms of Reference (ToR, Appendix 3) that establish the vision, purpose, responsibilities, governance, and rules for membership, meetings and decisions.  Workshop participants had suggestions for making the ToR a better stand-alone document, such as defining acronyms and linking pertinent terms to IOOS and AOOS.  One commenter asked for a mechanism with a liaison, outreach or marketing aspect to involve agencies and groups that are not on the DMAC.  The group discussed staggered terms for membership.  One commenter said to use the MOA as a mechanism for DMAC membership, because participating agencies deserve a voice.

Ocean Observing Systems, Interoperability & EASy - Dale Kiefer, USC

Dale Kiefer gave a presentation on his Environmental Analysis System (EASy) that is software used to integrate and overlay environmental data. EASy is a 4-dimensional system for marine applications (WGS 84/geodetic representation). It provides interfaces for models, spreadsheets, databases, and Internet capture. EASy works in PC Desktop and web-enabled modes and supports GIS applications. It is capable of integrating diverse types of environmental information with several interoperability features (NVOD OPeNDAP, hypermedia, ODEC dbase wizard, ASCI import, ftp automated import, html grabber, cacheing, etc). EASy has been employed in projects world-round, such as the Ghost Net Project, SALMON Project, etc. EASy may also be used at the OBIS portal at Rutgers. Table 1 presents EASy’s capabilities with respect to various analysis requirements.

Table 1. Requirements for data analysis and their associated capabilities provided by EASy.
	Requirements
	Capability

	Data handling and visualization
	Dynamic (time-based), 3-d home for data, visualization is 2-d with interactive drilling and slicing of dynamic 3-d fields; handles both real-time data streams as well as historical data.

	Database access
	Provides ODBC connectivity to relational databases and has “Database Wizard” for automated parsing of database fields into the GIS database.  Provides advanced interfaces to on-line data sources including DiGIR taxonomic queries utilized by the Ocean Biogeographic Information System (OBIS), NetCDF formats used by Live Access Server, and NVODS, handles protocols recommended by the IOOS DMAC.

	Multimedia
	Provides home for audio and video information and full connectivity to Fetch. Agents will provide capability to exploit Navy and NOAA archives.  These agents are constantly employed, providing the latest data ands keeping the Mediator repository up-to-date.

	Graphics
	Provides most graphical presentations used by marine scientists.  Is fully capable of archiving, viewing, and communicating data currently collected by CoML projects.

	Satellite imagery 
	Advanced interface for automatic downloading satellite imagery into GIS, handles over 30 types of formats commonly used by the oceanographic community.

	Data/model fusion 


	Has built-in NCR contouring package for creation of contour plots and false color images; has applications programming interface for visual basic, FORTRAN, and C customized integration of models and algorithms.

	Data storage & connectivity to traditional GIS data 
	Almost all data and imagery are stored in native and commonly used formats including shapefiles and other vector formats.

	Internet
	GIS can be run in desktop mode on a PC and then easily transformed into a web mapping service by simple activation of Netviewer plug-in; all data and imagery in the system can be downloaded interactively to the client.  Supports conferencing and real-time submission of reports.


Data Standards QA/QC - Rob Bochenek, EVOSTC (unable to attend)

Rob Bochenek attended the QARTOG 1 workshop held at Stennis Space Center, Mississippi in early December 2003.  The meeting explored the handling, data transfer, and archiving of real time data produced from oceanographic sensors.  Here are excerpts from Rob’s report of December 9, 2003.

Discussion and presentation topics could be broken down into five distinct categories: instrument calibration, instrument monitoring, QA/QC methods, data transfer and archiving, and data utilization.

Instrument Calibration

Discussion in this category revolved around the need to perform periodic calibration on ocean sensors in order to insure functionality.  Sensor calibration should be validated through comparison to other types of data acquisition (such as remote sensing or other in situ measurement). There was some fairly in depth discussion concerning calibration techniques for linear and higher order sensor technology.

Instrument Monitoring

Real-time oceanographic sensors must be constantly monitored for effects that lead to degradation of the information produced.  These effects include issues such as bio fouling of sensors and basic mechanical malfunctioning.  Discussion revolved around the development of autonomous monitoring systems to flag data streams that exhibit behavior indicating sensor malfunction.

QA/QC Methods 

QA/QC methods were split into two categories: automated computer analysis and analysis performed by a human.  All experts present at the meeting agreed that the automated systems were not advanced enough to provide adequate QA/QC to suspect data.  A human analysis is required to insure the quality of these data streams before large-scale distribution to an archive or historic dataset.  Methods for determining the quality of data included isolation of extreme outliers and general statistical methods such as standard deviation.  Many of these statistical tests have been incorporated into algorithms that can automatically flag data which is suspect.  A human eye is still required to view a visualization of the data stream to catch inconsistencies that slip by the algorithm.  As technology matures, the reliance upon human intervention will become less.

Data Transfer and Archiving

Once the sensor produces data, the raw data has been processed into a useable format, and that data has been QA/QC and flagged accordingly, it must be transferred to its intended target and then archived.  Of course this involves the use of metadata descriptors that describe both the sensor that produced the data (FGDC metadata) and that also describe the quality and characteristics of the data stream itself (flag and algorithm descriptors contained in XML or SGML stream).  It is widely accepted that all data produced should be provided to the user even if the data has been QA/QC’d to be bad or unusable.  The user of the data should have filtering mechanisms in place to allow ingestion of only the data matching the quality of interest. Data providers should not censor their data.  As of now, there is no standard for the transfer of this information in a data stream (maybe OPeNDAP 4.0 XML standard will suffice).  Archiving is also an important part of the system and will provide a long-term record of the various measurements produced by the censor.

Data Utilization

Once data has been produced, processed, and QA/QC’d, it can be utilized by creating real-time plots, powering models, or providing real time access to conditions.

In retrospect, I believe the real-time component of any regional oceanographic data system to be the most accessible and utilized resource of that system.  Although access to legacy and historical data is important, it is the instantaneous access to real-time data that will provide users with the most powerful products of a regional observing system (models, nowcasts and forecasts).
Information System Demonstrations - Bern Megrey

Bern gave demonstrations of metadata management, data discovery, interoperable data delivery and analysis tools based on OPeNDAP, and showed examples of how other ocean observing systems are delivering information to the public.  Appendix 4 is a list of URLs, some of which were explored during this part of the workshop.

The North Pacific Ecosystem Metadatabase uses MySQL.  The metadatabase, based on the FGDC standard, catalogs the nine most basic metadata elements for each of its data records: title, contributor, abstract, purpose, temporal basis, geospatial basis, currentness reference, keywords, access constraints, and access information.  The metadatabase undergoes regular update through a quarterly mailing to source and contributor to ensure availability.  By using keyword searches or random text string searches of the metadatabase, one can discover specific information, some with direct links to data.  Traditional web search engines, e.g., Google, can sometimes discover the same data.

NOAA’s Live Access Server on the National Virtual Ocean Data System (NVODS), a public domain server in Unix or Linux (via DAP), is open source software.  IOOS, in its draft plan, is recommending that the regional OOSs use this system for transporting data.  NVODS uses multiple servers with oceanic data sets on-line in separate areas, but in a very transparent fashion to the user.  It allows one to plot multiple databases or datasets or compare variables across data sets.  For example, one can overlay temperature and salinity, or compare annual sea surface temperatures from two data sets over time.  Live Access Server can also normalize data sets that are based on different grids.  Available metadata is transported with the data sets.  One can scroll through info by data set name to see a complete set of all data.  DMAC will post a detailed list (Appendix 4) of OOS and other database weblinks such as NowCoast.noaa.gov, etc., on the AOOS website.

GOMOOS, SEACOOS, SABSOON (other OOSs), also use live access server, a process that allows data overlaying using multiple databases, if they are in OPeNDAP format.  The live access server moves or transfer the data and doesn’t care about the data form itself.  Some OOS sites use a GIS-based data delivery.

Agency Showcase - Participants

Participating organizations with data management capabilities demonstrated their systems:

Barrow Arctic Science Consortium – Allison Graves, BASC

The Barrow Arctic Science Consortium (BASC) is dedicated to the encouragement of research and educational activities pertaining to Alaska's North Slope, the adjacent portions of the Arctic Ocean, and in Chukotka, Russia. BASC is a community-based organization dedicated to helping make closer contacts between scientists and community members. A cooperative agreement between BASC and the National Science Foundation's Office of Polar Programs provides funding for BASC's activities.  BASC provides logistical support for Arctic research and strives to facilitate the exchange of knowledge between scientific researchers and the people of the North Slope.
The Barrow Area Information Database - Internet Map Server (BAID-IMS) is a prototype project that has been developed under the emerging Spatial Data Infrastructure (SDI) activities coordinated by the Digital Working Group (DWG) of BASC. As well as remote sensing products, topographic maps and current research information, BAID-IMS contains information about historical research conducted in the Barrow area in northern Alaska dating back to the 1940’s. This information is used freely by researchers, land managers, educators and the local community to access spatial data and information on terrestrial, marine, freshwater and atmospheric research in the Barrow area. All information in this application is accompanied by metadata that meets FGDC standards and will be available for downloading at The Arctic System Science (ARCSS) Data Coordination Center (ADCC) at the National Snow and Ice Data Center (NSIDC) located at University of Colorado in Boulder, USA.

Among other efforts, BASC tracks the long history of research in Alaska’s Arctic region conducted by the Naval Arctic Research Laboratory.  The DWG suggests bringing in a qualified metadata trainer to facilitate description of data to be used by AOOS.

Geographic Information Network of Alaska - Buck Sharpton, UAF

GINA’s mission is to provide a permanent accessible archive for university geospatial data.  It will also provide policy makers and researchers with enhanced access to high-latitude data.  GINA is different from the Alaska Geospatial Data Consortium/Network (State DNR dbase).  GINA uses FGDC metadata standards, Z39.50, WGS/WFS, ESRI-MS communications protocols for client server and server/server communications.  Buck defined real time as meaning less than an hour from time of recording to release time.

GINA DataSets/Data Systems such as so Far - NIS, etc. are at www.gina.alaska.edu.

Nearshore Monitoring by PISCO on the US West Coast - Chris Jones, UCSB

Chris is based in Anchorage and has offered to assist PWSRCAC with their catalog project. The Partnership for Interdisciplinary Studies of Coastal Oceans (PISCO) is funded by the Packard Foundation and consists of a consortium of OSU, UC Santa Cruz, Stanford, UCSB, and perhaps others. The prime motivation of PISCO is that poor understanding of coastal ecosystems has impeded conservation, so they are developing an interdisciplinary program to address the issue.  One product they use is EML, data management software for coordinating project catalogs (originally developed by Carl Schoch at OSU).  PISCO also uses Metacat, a flexible metadatabase for use at 22 research sites.  It requires XML-formatted metadata, allows arbitrary metadata standards, is extensible, customizable, etc.  It stores any metadata standard (must be formatted in XML), converts any metadata to HML (sees XSTL for transformation), and converts one metadata standard to another.  EML Applications Data Catalogs can be seen at http://knb.ecoinformatics.org and http://piscoweb.org.

Minerals Management Service – Cleve Cowles

Minerals Management Service (MMS) presently is active mainly in Cook Inlet and Beaufort Sea. MMS needs to get timely information in an appropriate format (in time for EIS and lease sale) for the oil and gas leasing program. During the post-lease phase, MMS needs to monitor. Users seek two kinds of products: 1) peer-reviewed reports from data, and 2) data. The demand for unanalyzed data is low. Report demand, on the other hand, is high. ESPIS (Environmental Studies Program Information System) and ARLISS catalog MMS reports. In terms of data archival, projects test hypotheses in short-term (3-5 yr) studies, and data are archived at the end of projects (see http://www.mms.gov/offshore/EnvironmentalResearch.htm). Oceanographic data are deposited at NODC. Few data sets are available in the longer-term perspective of an OOS. MMS probably has a few databases of specific interest to AOOS – arctic fish, marine meteorology, subsea physical environment (surficial geology using side-scan sonar) – that are used to evaluate the types of sea bottom where industry might want to install a pipeline or tower. MMS strongly supports data sharing and assumes that some of the cost will be borne by the party requesting data. 

Alaska Native Science Commission - Gregory Nothstine, NSC

The Alaska Native Science Commission is attempting to communicate some of the results of research being done around the communities that is not yet being communicated to those communities and their residents.  One communication method is via websites that link and present various data and research results: AlaskaNativeknowledge.org and Nativescience.org.  The Commission is also laying out guidelines for how research should be done by local communities and providing grants to do it.  The program is called Quality Assurance Program (QUAP).  They also have a community directory or knowledge base that provides a contact for communities and each knowledge area, e.g., berries, salmon, etc.

End Users, Products and Data Streams – Allen Macklin

In preparation for the workshop, participants prepared an assessment that was a foundation for discussion and will be an aid in developing an overall DMAC strategy. The assessment lists significant information products from respective agencies and organizations.  For each product, the national goal(s) (as recognized by IOOS) supported are prioritized from the following choices:

1) Improve weather forecasts and predictions of climate change

2) Improve the safety and efficiency of marine operations

3) Provide more timely predictions of natural hazards and their impacts

4) Improve national security

5) Reduce public health risks

6) Sustain, protect and restore healthy marine and estuarine ecosystems

7) Sustain, protect and restore marine resources

For each product, participants identified end users (targets, customers) and supplied lists of 1) data generated or imported to create the product, 2) applications used to create the product, 3) an index of process automation, and 4) lag time from data collection to product distribution.  For indexing the degree of process automation, participants considered the process to consist of three phases: data collection, product generation and product delivery to users.  Qualitative rankings were assigned according to the following specifications:

Fully automated (untouched by human hands: data telemetered, processed and qc’d by computer; data electronically delivered to analyzer/model/product generator; product generated automatically; product distributed to user/customer by Internet or similar)

Semi-automated (some hands-on work: one or two of the steps from data collection to product delivery are automated)

Not automated (hands-on attention is needed at each step)

Appendix 6 is a table of all participants’ submissions.

Participants reviewed the Excel spreadsheet handout (Appendix 5) that integrated the list of various products that the attending organizations provided. The spreadsheet was incomplete because some submissions had not been received and some had not been integrated.  There is a need to have some sort of collection of who’s doing what where.  NPRB is looking at doing this statewide, with regions creating inventories and feeding them into the statewide NPRB catalog of data. PWSRCAC and OSRI are completing similar activities for Prince William Sound.  All marine related data doesn’t need to be in an OOS.  The core data sets for the OOS need to be identified and/or selected to provide a certain level of reliability to the system.  At the same time, available transient information can be a part of the data.  IOOS specifies surface wind, sea level, temperature, salinity, and other physical variables as top priority.  Biological information, such as ocean color, appeared farther down on the national priority list.

UAF clearly has the most automated data delivery.  Semi-automated systems include OSRI and KBRR (KBRR has a sensor inspection annually per NERRS protocol).  Participants felt that the product list should include links to data streams and agency products, when available, and describe the temporal context of data or products.  Smaller, archived data sets can be used for validation and hindcasting with an OOS to validate it.  Banta asked to clarify the difference between data and product, as they seem mixed in the table.  A product, for example, is an ADF&G stock assessment.  That is what the user (fisherman or manager) wants.  In this example, the information (crab abundance and distribution, perhaps) that goes into the assessment are the data.

Prince William Sound Ocean Observing System (PWSOOS) - Carl Schoch

The original genesis of PWSOOS was the Nowcast/Forecast model that evolved out of the Sound Ecosystem Assessment (SEA) Program.  The Nowcast/Forecast model couples a wind model to an ocean circulation model to produce estimates of currents in Prince William Sound from which oil-spill trajectories can be inferred. For this model, Peter Olsson at UAA provides observed and modeled winds through the Alaska Experimental Forecast Facility.  Peter uses a RAMS approach to model winds over topography using a nested grid. A 64-km grid solution is driven by a host model of 1000-km scale, and results are stepped down from 64 km to 16 km within a finer grid over Prince William Sound, and down to a few kilometers within the sound.  The cascading grids model large-scale winds, and help define smaller scale gap flow, winds in fjords, etc.  The Princeton Ocean Model (POM) for Nowcast/Forecast uses the RAMS modeled winds, modeled tides and modeled runoff to estimate circulation in Prince William Sound.  The POM depends in part on a mid-basin buoy that isn’t operating now.  The buoy is scheduled for repair/upgrade in April.  However, drifter studies painted a more complex pattern than the basic POM results of water coming in Hinchinbrook Entrance and out Montague Strait. A basic problem with the POM is its failure to include inflow of the Alaska Coastal Current and Copper River.  OSRI met stations may help refine that.   Carl said it should be noted that focus on real time can double or even triple or more the cost of maintaining equipment.  The VHF radio network for OSRI’s met net is a power drain, but the network is essentially powered by solar panels (a problem in the winter).
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Figure 1 shows the locations of PWSOOS observing stations - NDBC buoys, C-Man stations, ASOS weather stations, etc.  In reality, there are big gaps in NDBC data, due to instrument, communication and power failures, etc.  It’s a challenging, remote environment.

Figure 1. Observational elements of PWSOOS.  Symbols indicate different types of observing stations.  See the full PowerPoint presentation available at the AOOS website for explanation.

OSRI does most of its work through contracts.  There can be difficulty in determining who owns what if project management isn’t tight.  GW Scientific claims ownership over the meteorological array. The National Resources Conservation Service (NRCS) Snowtel rain gauge/snow pillow uses the Alaska meteor burst telecommunications system to provide real-time data (but without archiving).  So, if OSRI uses Snowtel information, OSRI will need to invest in archiving.  Carl also asked if the PWS ice radar data have real-time and archived access.

OSRI PWSOOS Expansion Plans

1. Estimate fresh water input from rain, snow, glacial melt

2. Winds - local (measured), synoptic (modeled)

3. Currents - local (measured), synoptic (modeled)

4.  Waves - local (measured), synoptic (modeled), nearshore currents

CODAR surface current mapping is an alluring option, but cost of operation and maintenance is expensive.

OSRI is developing an MOU with NRCS to deploy the met stations via Snowtel.  They can be deployed for about $25,000 plus $2,500 in annual maintenance (not counting logistics).  The plan is to put out five stations at the edge of PWS tentatively in the Pigot Bay area (in the mountains using heli-ski companies), Chenega, Tatitlek, and Main Bay.  There is essentially no knowledge of precipitation in the mountains. Snowtel monitors can gain some knowledge where there is none now. OSRI would like to replace the radio network with an Iridium satellite phone network, and it may cost only about $30 per month (although not broadband) by sending seconds-long burst transmissions of packeted data to the satellite.  Peter Olsson pointed out that the location of the meteorological stations was the result of a very good process involving stakeholders and scientists - the December 2000 PWS Meteorology Workshop held by OSRI.  Carl added that ADCP and CT capability will be added to the mid Sound buoy this April when it is pulled for O&M and repair.  In 2005, the same will be done for the Seal Rock Buoy.  A Copper River stream gauge is likely to be put in this year (possibly via USGS or State DOT).  OSRI also plans additional moored nearshore buoys in about 10 m of water in Hinchinbrook Entrance.  These will link to the nearby NDBC buoys with radio repeaters and use NBDC for posting, archiving and QA/QC (a huge benefit). CODAR observations may become available through efforts of Weingartner (UAF) for Middleton Island and Musgrave (UAF) off Seward.  These are research projects as opposed to operational systems.

PWSOOS Goals

1. Real-time data (assimilation)

2. Map animation of 72-hr forecasts

3. Map animations of hindcasts for data records

4. Output delivered to ftp site.

Predictive Models

1. RAMS

2. ROMS

3. SWAN  (wave height, nearshore currents, wave-induced turbulence (mixed depth).

Completing PWSOOS will take a massive partnership: OSRI, PWSSC, PWSRCAC, UAF, UAAA, NRCS, USDA, AOOS, UASE, NOAA, etc.  OSRI wants to build and maintain a system at least until 2012 (when funding for OSRI ceases), but one that is maintainable over this longer timeline.  While a distributed network of supporting agencies form its backbone, the loss of one will not critically cripple the system.  The USCG is a potential partner, especially for long-term CODAR (that could obtain power from the 14 generators USCG has in place in PWS), but data access is an issue due to security.  USCG has $5 million more to develop additional microwave towers and generators for Search and Rescue to ensure an ability to contact any vessel anywhere in the Sound.

The biological layer of PWSOOS hasn’t been developed much at this time.  The LTER proposal would provide a biological side or layer to put upon the physical data backbone that the OOS will provide (as outlined above).

Real-time Environment for Analytical Processing - Matt Jones UCSB, National Center for Ecological, Analysis and Synthesis (NCEAS, an NSF National Research Center)

Matt presented his program and explained how the synthesis of projects at NCEAS works.  A primary goal is to integrate and re-use existing data from distributed sources, varying protocols and differing data formats.  Using an informatics approach, NCEAS addressed objectives of data access without centralization, synthesis and data preservation.  Challenges identified by NCEAS were the heterogeneity of data (including syntax, schema, and semantics) and the distribution of data.  For example, data in Excel 1 is basically unusable now.  In general, proprietary binary formats become less and less accessible over time, as most software is focused at the business community and undergoes continuous upgrades.  Data are dispersed over a broad spectrum of agencies and individuals.  Only about 2% of data are documented; if conventions vary widely, data loss becomes a big issue.  There is a real tradeoff between data collection vs. data archiving for the long term.  If one has too much data, and it can’t be successfully archived, then it is lost.  So, care taken in making data meaningful and compact can result in better data survival over the long term.  NCEAS’ goal is to automate the data integration process.

NCEAS also works on building ecological networks, such as the Knowledge Network for Bio-complexity (KNB) and the Science Environment for Ecological Knowledge (SEEK).  These are two overlapping projects with SEEK building on KNB.  NCEAS developed Ecological Metadata Language (EML), a common language for archiving and transporting data.  It is a superset of FGDC metadata standards providing a lot more detail.  SEEK adds a semantic structure.  Metacat is a software utility to make it easy to store metadata.  Morpho is another similar program.

SEEK uses EcoGrid - a uniform programming interface in use across the country at about 180 museums.  It provides a three-layered system.  The goal is to standardize programmatic interfaces (in a lightweight wrapper) to hide the complexity of the underlying systems.  EcoGrid provides data access.  Most scientists work with data in their own manner, a workflow based on data flow.  If one can capture the analytical process that tells how to get a derived product from its raw data state to its constituents, that process can then be used to access the data in another manner.  The impact is fundamental improvements for researchers.  Presently, what is missing is real-time data access.  The Real-time Environment for Analytical Processing (REAP) project goal is to extend EcoGrid to real time, i.e., to integrate the problem solving environment with real-time systems.

If funded, REAP will use PWSOOS as a case study to determine how procedures can be automated to produce from a single set of real-time data streams two different products, oil spill trajectories to direct oil recovery efforts and vessel trajectories to aid homeland security measures.

A Potential AOOS Pilot Study in PWS - All Participants
The consensus is that PWS is the best place to start a pilot OOS, based on the instrumentation in place (OSRI, NOAA) and stakeholder outreach capability (PWSRCAC).  IOOS lays out parameters for an end-to-end, user-driven system that provides mechanisms for feedback between users and data providers.  A working strategy for an AOOS pilot project is to demonstrate successfully a regional end-to-end system.  This is best done by keeping the scope simple, delivering some identifiable products right now, and providing the upgrades necessary to show integration.

What elements already in place in PWSOOS should be selected as part of an AOOS pilot study, and how should they be integrated into a single portal that provides data and products from multiple sources in a more transparent manner than now exists?  For example, GOMOOS just has hot links to NDBC sites, while AOOS chooses to provide more than URL data transport.  Also, all data and products must be FGDC compliant.  Carl said that the question is what is the product wanted: current, velocity, and direction?  His idea is that this current, velocity, and direction data would go into NOAA’s GNOME model for output as trajectories.

OSRI is discussing a partnership with AEFF to supply the portal.  There are two issues: first, the ability to deliver real-time data, and second, the ability to archive and recall mass data.  Right now, PWSOOS data are being archived in different ways.  Carl said that one change he would like to make is to pull the OSRI network data from GW Scientific’s server to the University.  Thereby, eventually, all data and data products that are supported by OSRI and need a home would end up at one data archive, AEFF.  However, Peter Olsson suggested adding smaller, more linear data sets (i.e., NDBC buoy data) in the same place, even though it would be redundant.  Buck Sharpton stated that UAF has near-infinite data storage via its super computers.

What can we do in the most bare-bones manner to show IOOS we have an operational OOS in PWS?  Guidance and funding is being offered.  There’s more to an OOS than the user interface, i.e., there are multiple instruments out there already.  Basic data acquisition needs to be in place, and the ability to collect the data, centralize it into a PWS node, and develop products.  AOOS vs. PWSOOS is somewhat of a chicken and egg concept.  Guidance from AOOS is needed, but PWSOOS is ahead of AOOS in development.

Buck found it to be extremely critical to broaden a support base and provide credit to data providers in similar processes. Carl added that sustainable funding is critical.  Scott Pegau said it appears that OSRI has a program designed, but what needs to be modified for AOOS, or how can AOOS support it and take it in?  How do these two overlap?  What does AOOS need?  Allen said that AOOS would like to use some of PWSOOS for an AOOS pilot project.  In return, how can AOOS help OSRI write FGDC-compliant data? How can AOOS help OSRI acquire, install and configure the OPeNDAP data transport protocol?  How can AOOS assist PWSOOS in creating a Live Access Server for data discovery, browse and delivery? AOOS would like to be able to scale up PWSOOS data in the future to integrate with Outer Kenai, Kodiak, etc.  AOOS has $350,000 per yr for three years and a $4-million proposal in for next year.  AOOS should provide the seamless access for the user to various regional OOS such as PWS, CI, Bering, etc., that comes from a distributed system of nodes.

Can PWSOOS provide a live access server for the data? It should be easy, as it doesn’t have to be a dedicated machine.  Would it be good to have a layer of hardware and software above the PWSOOS node that would be the AOOS node?  The best reliability comes from mirror sites operating in a transparent fashion (a distributed node).  It would still need 24/7 capability somewhere. (AOOS needs to consider capacity and fault tolerance, but is this necessary for the pilot project?  We really want to address these two issues after the project is up and running.)  We need a plan for delivering metadata and an open platform for delivering it based on the way AOOS is headed.  Thus, OPeNDAP seems like the way to go.

Allen explained that being a node entails providing the five aspects of data delivery, access and interoperability as outlined by IOOS.  What AOOS would like from PWSOOS for the pilot project is the data streams that drive the two models (RAMS & ROM), metadata descriptions of the models, and the end products themselves (with metadata descriptors).

Bern Megrey reminded the group that a primary goal of this workshop is to create a strategy for developing an AOOS DMAC Operating Plan, potentially tailored to a pilot study.  Clearly, the operating plan should be developed in such a way as to allow PWSOOS to fit neatly into it.  Also, recording data in XML format should be part of the operating plan.  As the DMAC committee proper is holding a short meeting just after this workshop ends, they will discuss this in that meeting shortly.

Buck said that UAF would be amenable to operating a mirror site for backup and for all the AOOS nodes (the URL would be AOOS not GINA).  The hard work will be supplying adequate metadata, getting the data in a format that the server will understand (e.g., OPeNDAP); programming a live access server is relatively easy.  Hopefully, AOOS will have staff that can provide guidance and assistance.  Preferably, this is someone who is also familiar with ocean data (80% computer scientist but with 20% ocean science background).

NDBC will provide QA/QC to PWSOOS.  It may be done at two levels, one in real time and another at a more detailed level for archived data.

Summary

Allen provided a brief summary that the group agreed to.

· AOOS won’t dictate to PWSOOS how to run PWSOOS, but AOOS would like to use some PWSOOS information for a pilot study. 

· AOOS will help PWSOOS deliver data that is FGDC compliant, as well as help with data transport and data browse capability.

· Live Access Server capability will be provided by UAA’s AEFF with a mirror at UAF.

· The minimum PWSOOS data feeds for an AOOS pilot project are the data streams that supply the RAMS and POM models, and selected output from those models.  Ocean trajectories would be desirable, if possible, to complete the demonstration.

· The PWSOOS pilot project will show how it feeds into a statewide structure (AOOS).

Cares and Concerns

QA/QC

Bad data being put out in real time could be very problematic.  One scientist pointed out that funding isn’t often provided for QA/QC.  However, NSF now has a policy statement that appears to encourage QA/QC.   The reality is that you probably sacrifice QA/QC in delivering 24/7 real-time data.

Metadata

The data-management paradigm is changing in ocean and other scientific disciplines.  In the old model, a scientist gathered data, processed and analyzed them, then published the results.  If data were made available for posterity, it was generally through a data table in the publication.  With the advent of modern day computing capabilities, giga-scale data generating instruments, and massive data storage media, science demands a new approach to data management.  Data are often shared immediately, sometimes with no knowledge of who is using them or how they are used.  Retroactive studies reprocess older data sets with new intention and outcome.  In the new paradigm, the data stream, the processing and analysis procedures, and the end products of development must be fully and adequately described.  Only is this manner is the robustness of the data preserved so that it may be used wisely.

IOOS is examining various schemes for metadata.  Presently, IOOS recommends the FGDC metadata standard.  AOOS will look to IOOS for direction concerning metadata, especially because the FGDC extension for biological data is viewed by some as lacking.  In Alaska, GEM has a project for developing an exhaustive and detailed metadata schema involving data theme, syntax, and semantics.  AOOS may consider using EML with its ability to output/translate into FGDC-compliant format.

ADF&G is leery of investing in metadata development, if AOOS is hosted at NOAA, as funding continuity is an issue.  Molly clarified that AOOS will be a distributed data system hosted by each agency or organization, so ongoing funding of other agencies need not be a key issue to any single agency.

ADF&G and USGS have developed boilerplate metadata forms for data entry, giving them a user-friendlier interface that scientists can easily use.  Some participants felt that it is so difficult to develop metadata that perhaps accepting fewer completed sets of metadata is a way forward.  Allen noted that more modern data sensors would develop their own metadata. Certainly supplying metadata for legacy data sets can be difficult. We need a tool to do FGDC compliant metadata (AF&G is developing its own ORACLE system for exporting XML via web data).  Bern pointed out that MetaLite is an FGDC metadata application that creates just the nine required metadata elements. Both EVOSTC and NPRB are requiring proposers to outline anticipated data using MetaLite.

Matt pointed out that the FGDC specs are too difficult.  However, the tools for collecting metadata are maturing, and groups shouldn’t get pinned into a corner at this time.  AOOS and others have an opportunity to preserve data for the future that was never ever done.  There are issues of costs in losing data vs. costs of prepping data into an AOOS-type system.  Legacy data are most problematic because they never had metadata developed. Getting data from the user or producer with the metadata intact is critical.  The more detail that can be provided in metadata descriptors, the more relative value the data will have.

User Outreach

Bern pointed out that the C in DMAC stands for communication.  Banta asked for clarification that end user is a broad category including the public and is more than just scientists.  It was affirmed that there are any number of users of AOOS information: scientists, managers, educators, fishers, tourists, emergency planners, and so on.  There is a user subcommittee specified in IOOS. How will AOOS handle users in its tri-regional framework?  Should it use a committee or set up a formal process or mechanism for this?  How will communication between users, data providers and product developers be handled?

How do we educate the general public about the use and benefits of an OOS in order to garner public support?  AOOS is infrastructure to bring all these things together.  How do we develop and change this big underutilized resource to make it more useful to you?  An important component is the longer-term benefit.

Web Services

The group had a brief discussion of web service.  It is something that a company producing real-time data can provide to link information via an applet to be queried in a data stream fashion, i.e., subscription streaming.  This allows an invisible, continuously updating process for a custom application.  There is no need for prior knowledge and programming constructs.  One can register its existence in a directory and provide a programming interface.  It is a more formalized method of data sharing.  This is a new trend/emerging technology for providing real-time integration.  However, some agencies, such as UAF, would rather do this within an MOA framework for security reasons and develop a design for automatic updating within the needed timeframe.  WMS - web map service and WFS - web feature service are coming out of the open source group (the OPeNDAP protocol group).

Miscellaneous

Dale Kiefer explained that over the years, he had observed that there are four key components to a sustainable system - specifically identified data providers, users, developers, and potential funding sources.  He added that setting up DMAC needed all of these components.

The group discussed the difference between open vs. open source (open source is developed to GNU standards).

The group learned about the “waybackmachine” (http://www.waybackmachine.org/). This Internet archive is a digital library of Internet sites and other cultural artifacts in digital form. Like a paper library, it provides free access to researchers, historians, scholars, and the general public.  Most information that has ever been presented on the web is archived here.
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Appendix 3. DRAFT Terms of Reference

Definition

The Terms of Reference of the Alaska Ocean Observing System Data Management and Communications Committee (AOOS DMAC) establish the vision, purpose, responsibilities, governance, and rules for membership, meetings and decisions.

Vision

AOOS DMAC provides seamless, effortless, end-to-end delivery of data, products and services to Alaska, other regional associations and the national ocean observing system (IOOS).

The following set of guiding principles addresses the IOOS DMAC and AOOS DMAC vision:

Interoperability: DMAC serves as a framework for interoperability among heterogeneous cooperating systems.  The cooperating systems are free to evolve independently to address the needs of their target users. Software and standards needed to participate in DMAC are available directly to partners, or provided through commercial and non-commercial sources. DMAC is interoperable with systems outside of the marine community that manage atmospheric and terrestrial data.

Open, easy access and discovery: DMAC enables users from all over the globe to easily locate, access, and use the varied and distributed forms of marine data and their associated metadata and documentation in a variety of computer applications (e.g., geographic information systems and scientific analysis applications). Users are unencumbered by traditional barriers such as data formats, volumes, and distributed locations. DMAC integrates cooperating systems so that data discovery is seamless, and multiple versions are easily tracked. There is a “free market” of ocean sciences information, including officially sanctioned IOOS data sets, as well as data and products from other sources.

Reliable, sustained, efficient operations: DMAC provides high reliability with uninterrupted delivery of real-time data streams from measurement subsystems to operational modeling centers and users with time-critical requirements. It provides high reliability in the delivery of computer-generated forecasts, estimates of state, and delayed-mode and real-time data to end-users. DMAC requires sufficient bandwidth and adequate carrying capacity to support large exchanges of raw data and model outputs among high-volume users. DMAC offers techniques that reduce the need for large data transfers, such as server-side subsetting and computation, to allow users with limited bandwidth to enjoy the benefits of AOOS. Feedback mechanisms are built into the technical design of DMAC to ensure that problems are detected and rapidly addressed.

Effective user feedback: AOOS provides a continuous, vigorous outreach process addressing all levels of users of marine data, emphasizing the benefits of participation in AOOS DMAC, and helping to identify and remedy difficulties encountered by those who are participating. In addition, this process identifies and addresses changing user requirements that drive the development and growth of AOOS.

Open design and standards process: DMAC commits to an open software design. All standards and protocol definitions are openly published so that participating organizations may create functioning DMAC components based on these specifications. The standards development process is open and inclusive, so that it fosters buy-in by all stakeholders. Existing information technology and scientific standards are used in preference to development of new solutions, wherever possible. The standards and protocols are of sufficient breadth and quality to guarantee interoperability of all observations and products. Institutions participating in AOOS ensure that the data they contribute comply with these standards and protocols.

Preservation of data and products: Irreplaceable observations, data products of lasting value, and associated metadata are archived for posterity in an efficient and automated manner.
Purpose 

The purpose of AOOS DMAC is to facilitate the integration and communication of the disparate data and information produced by AOOS.

Objectives are:

1. Solicit information, define goals and formal requirements for infrastructure, and provide standards and protocols to be developed into an AOOS DMAC Implementation Plan.

2. Facilitate and guide DMAC aspects of  a pilot study.

3. Broaden AOOS DAMC implementation to all geographic subregions.

4. Maintain communication among data providers and stakeholders.

5. Promote and facilitate use of new technology for efficient data management and communication.

6. Integrate seamlessly with IOOS.

Responsibilities

AOOS DMAC oversees development of the data management and communications component of AOOS and ensures its alignment with the IOOS DMAC Plan.

AOOS DMAC is responsible to AOOS for the five elements of the data communications infrastructure. These are

1. Metadata Management

2. Data Discovery

3. Data Transport 

4. On-line Browse

5. Data Archive and Access

AOOS develops concrete standards and protocols for data providers, product developers and end users to support the infrastructure and insure interoperability.  Although AOOS DMAC does not archive or store data products, it facilitates archival by participants, Participation in AOOS requires that agencies take responsibility to archive their data.

AOOS DMAC facilitates access and installation of appropriate hardware and software to support participation.

AOOS DMAC facilitates communication between data providers, product developers and end users in order to achieve end-to-end functionality.

AOOS DMAC is not responsible for transmission of data from sensors to agencies; AOOS is not responsible for quality assurance and quality control of data and metadata.

Governance

The governance of AOOS DMAC operates within the context of the AOOS governance mechanism as defined by the AOOS Governance Committee.

Membership

AOOS DMAC members are appointed by the AOOS Governance Committee.
The DMAC Committee consists of 12 members selected from a cross section of agencies, institutions and user groups providing information or products in the Alaska region.  Eligible members are: 1) familiar with technical aspect of data management and communications, 2) actively engaged in some aspect of coastal ocean observing systems in or around Alaska or 3) principal end-users of data, products, and services from coastal ocean observing systems around Alaska.  Membership may include, but is not limited to, research institutions, port or harbor authorities, water management districts, non-governmental organizations, local government agencies, state agencies, federal agencies, private industry, or other entities with these characteristics.

A member may terminate his or her term by submitting a written resignation to the AOOS Governance Committee at least two months before the effective end of term.

Meetings and Decisions
AOOS DMAC determines the frequency and location of its regular meetings, which occur at least annually or at the request of the AOOS Governance Committee.

Extraordinary meetings are convened by the AOOS DMAC Chair(s) or at the request of any four AOOS DMAC members.

A quorum for any AOOS DMAC meeting is seven of the twelve DMAC members.

The intention is for AOOS DMAC to act and make decisions on a consensus basis. To the extent that this is not feasible, and unless otherwise specified, AOOS DMAC will make decisions by majority vote of all DMAC members.

AOOS DMAC, in its discretion, may invite observers or other relevant parties to attend DMAC meetings. 

At any meeting of AOOS DMAC, any member, unable to attend, may designate an alternate. Each alternate exercises full powers of the member while serving in that capacity.

Minutes of each AOOS DMAC meeting will be recorded and published on the AOOS web site.

Appendix 4.
URLs of IOOS Regional Associations, Ocean Observing Systems, and Data Delivery Systems

IOOS Regional Associations

Northwest Association of Networked Ocean Observing Systems (NANOOS)
South Atlantic Bight Synoptic Offshore Observational Network (SABSOON)
Alaska Ocean Observing System (AOOS)
Ocean Observing Systems

Alaska Ocean Observing System (AOOS)
Gulf of Main Ocean Observing System (GoMOOS)
Monterey Bay Aquarium Research Institute (MBARI) Ocean Observing System (MOOS)
Southeast Atlantic Coastal Ocean Observing System (SEACOOS)
Southeast California Coastal Ocean Observing System (SCCOOS)
Gulf of Mexico Coastal Ocean Observing System (GCOOS)
Data Delivery Systems

North Pacific Ecosystem Metadatabase
North-East Pacific Time-Series Undersea Networked Experiments (NEPTUNE)
National Data Buoy Center (NDBC)
National Water Level Observation Network (NWLON) - Alaska Locations
Prince William Sound Nowcast-Forecast System (PWS NFS)
Kachemak Bay National Estuarine Research Reserve (NERR)
National Weather Service, Alaska Region Headquarters, AK
Gulf of Alaska Global Ocean Ecosystem Dynamics Monitoring Program (GLOBEC Alaska) 

Physical Oceanographic Real-Time System (PORTS) - Anchorage
Geographic Information Network of Alaska (GINA)
Deep Ocean Assessment and Reporting of Tsunamis (DART) Project
NOAA COS - US Coastal Observing Systems 

Innovative Coastal Ocean Observing Network (ICON)
GLOBEC Northeast Pacific Long Term Observation Program
NOAA Expendable Bathythermograph (XBT) Network
US ARGO Data Center
Victoria Experimental Network Under the Sea (VENUS)
Monterey Accelerated Research System (MARS)
Alaska Native Science Commission
Alaska Traditional Knowledge and Native Foods Database
nowCoast: Portal to Real Time Observations and Forecasts
Appendix 5.
List of PowerPoint Presentations Delivered

Note: These presentations will be available through the AOOS website at http://www.aoos.org.

	Title
	Presenter

	Geographic Information Network of Alaska
	Buck Sharpton

	Prince William Sound Ocean Observing System
	Carl Schoch

	Alaska Ocean Observing System
	Molly McCammon

	Real-time Environment for Analytical Processing
	Matt Jones

	AOOS Data Management and Communications
	Allen Macklin

	Ocean Observing Systems, Interoperability and EASy
	Dale Kiefer

	Barrow, Alaska: A Legacy of Research
	Allison Graves

	Nearshore Monitoring by PISCO on the U.S. West Coast
	Chris Jones
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